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Microstructural Evaluation and Mechanical 
Properties of 0.75% Vanadium-Alloyed 

Spheroidal Graphite Cast Iron 

Acelya Sandikoglu Kandemir1*, Ridvan Gecu2 

Abstract 
Spheroidal graphite cast irons (SGCIs) have been widely used in automotive and energy industries owing 
to their unique microstructures consisting of graphite nodules in ferritic, pearlitic, or ferritic/pearlitic 
matrices. Alloying elements can be added to improve the mechanical strength of the SGCIs by changing 
the amount, size, volume, and distribution of the microstructural components. In this study, GGG40, also 
known as EN-GJS-400-15, grade spheroidal graphite cast iron was alloyed with 0.75% vanadium in an 
induction furnace, and its microstructural evolution and mechanical properties were investigated 
compared to the unalloyed commercial alloy. Both unalloyed and 0.75% V-alloyed ductile iron specimens 
fabricated by sand mold casting were examined by a light optical microscope equipped with image analysis 
software, a universal tensile test machine, and a Brinell hardness tester. The alteration in the volume, 
nodularity, count, size, and distribution of graphite, and the alteration in the ferrite/pearlite ratio, hardness, 
and tensile test results were discussed as a function of V content. 

Keywords: Spheroidal graphite cast iron; alloying; vanadium; microstructural evolution 

1. INTRODUCTION 
Spheroidal graphite cast irons, which emerged at the end of the first half of the 20th century, are today referred 
to as the first generation in various sources. When looking at the microstructure of these first-generation cast 
irons containing approximately 2-3% silicon, it is seen that the matrix is composed of ferrite, perlite, or a 
mixture of both. While pearlite creates an effect that strengthens the material but reduces its ductility, ferrite 
allows obtaining a more ductile material. Therefore, by changing the pearlite and ferrite ratios in the structure, 
the desired hardness, strength, and elongation of the produced part values can be obtained [1]. The ratio of 
ferrite and pearlite is important to optimize mechanical properties in first-generation spheroidal graphite cast 
irons. The common problem in this type of cast iron is the formation of varying amounts of pearlite in sections 
of different thicknesses since the amount of pearlite in the structure changes not only depending on the chemical 
composition but also depending on the cooling rate. For this reason, while the ferrite ratio, which gives ductility 
to the structure, increases in slowly cooling thick sections of a cast piece with different section thicknesses, 
pearlite formation, which reduces ductility but strengthens the structure, is observed at a higher rate in fast 
cooling thin sections [2]. 

There has been an extensive research effort to develop micro-alloyed ductile iron in which small additions of 
elements such as niobium and vanadium provide significant increases in strength through grain size control and 
precipitation hardening. Since vanadium is a carbide stabilizer, it modifies the solidification of the metastable 
austenite/cementite system and therefore tends to promote the formation of eutectic carbide. Vanadium slightly 
encourages the formation of ferrite. When vanadium is added to cast iron, white inclusions with more or less 
random distribution are also observed in the microstructure. It was stated that the wear and hardness values 
increased, and the elongation values decreased with increasing vanadium values [3,4,5]. 

1 Ferro Dokum San. ve Dis Tic. A.S., Istanbul, Turkey  
2 Yildiz Technical University, Department of Metallurgical and Materials Engineering, Istanbul, Turkey 
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In this study, microstructural evolution and the alteration in mechanical properties were investigated with the 
addition of 0.75% vanadium and the difference between thick and thin sections. 

2. MATERIALS AND METHODS: 

2.1. Fabrication 
Charge materials composed of pig iron, steel scrap, and electrolytic copper were prepared and melted using a 
100 kg capacity induction furnace. The melt was overheated at 1540 °C, and the determined amount of 
vanadium was added to the melt during furnace charging. 

Following the treatment at 1540 °C, 1.4 wt.% FeSiMg5 as a modifier and 0.3 wt.% FeSi75 as an inoculant were 
added to the melt at 1400 °C. 

Two ingots were fabricated with 0% and 0.75% vanadium. Following the production, the specimens for tensile 
and hardness tests and microscopic examinations were sectioned along the vertical central axis and machined 
to obtain the appropriate dimensions required from the tests. 

Table 1: Chemical compositions of V-alloyed nodular cast irons (wt%). 

C Si Mn Cr S Cu P Mg V 

3.72 2.55 0.10 0.02 0.0014 0.15 0.042 0.06 0 

3.8 2.5806 0.0926 0.0395 0.0177 0.0408 0.0375 0.0611 0.76 

2.2. Characterization 
Image analyzer software via optical microscopy was used to determine phase ratios, nodule counts, and graphite 
sizes. 

Rectangular dog-bone-shaped samples with a gauge length of 50 mm and a width of 12.5 mm were subjected 
to tensile strength measurements using a universal tensile tester equipped with an axial extensometer. Two 
specimens were analyzed for each ductile iron alloyed with various amounts of vanadium, and the results were 
reported as an average of these tests. 

A Brinell tester was used to measure the hardness of the samples after production. A load of 1839 N was applied 
by an indenter with a diameter of 2.5 mm during 10 s. Three random measurements were taken from each 
sample surface, and the average hardness values of these calculations were given. 

3. RESULT AND DISCUSSION 

3.1. Formed Phases 
Fig. 1 shows the as-polished microstructures of the spheroidal graphite iron specimens. The cast iron 
demonstrated in Fig. 1a does not contain vanadium, whereas the samples in Fig. 1b and Fig. 1c are alloyed with 
0.75% vanadium. The thickness values are 10mm for the thin section and 60 mm for the thick section. The 
ferritic/pearlitic matrix in white color is surrounded by the graphite particles in black color for all samples. 
When the micrographs were examined, it was observed that the nodularity decreased with increasing vanadium. 

Vanadium, like many other elements, restricts the formation of austenite, causing the contraction in austenite 
in the Fe-C equilibrium diagram. It means that vanadium slightly encourages the ferrite formation by increasing 
the transformation temperature [6]. Fig. 2 demonstrates the optical microscope images of the samples etched 
with %2 Nital to reveal the ferrite/pearlite boundaries. The amounts of ferrite increased with increasing 
vanadium, while the graphite nodule counts increased, as given in Fig. 3.  
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Figure 1: As-polished microstructures of nodular cast irons alloyed with a) 0% V, b) 0.75% V thin section, 

and c) 0.75% V thick section 

 
Figure 2: Etched microstructures of nodular cast irons alloyed with a) 0% V, b) 0.75% V thin section, and c) 

0.75% V thick section (etched with 2% Nital) 
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Figure 3: Influence of amount of vanadium on the formed phases and nodules count 

Apart from the tendency of vanadium to promote eutectic iron carbide formation during solidification and its 
mild tendency to promote pearlite formation during eutectoid transformation, its addition to ductile iron caused 
the formation of an additional phase in the microstructure. 

3.2. Mechanical Test Results  
Figs. 4 and 5 show the average results of the ultimate tensile strength (UTS) and elongation. While the UTS of 
the samples with vanadium addition are close to each other, the difference between the elongation values is 
significant, as expected. This can be attributed to a reduction in the volume fraction of graphite and the presence 
of vanadium carbide particles. 

The yield strength of ferrite was controlled by the grain size and solid solution strengthening, whereas the yield 
strength of pearlite was a function of the interlamellar spacing, colony size, cementite plate thickness, and solid 
solution strengthening of the ferrite. 

Hence apart from the effect of vanadium carbide particles on decreasing the ferrite grain size, vanadium also 
improves the yield strength by increasing the volume fraction of pearlite. The reduction in total elongation of 
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ductile iron as increased vanadium content (Fig. 5) can be attributed to the increased volume fractions of second 
phase particles (vanadium carbide) and pearlite.  

The hardness results are given in Fig 6. The results are associated with the tensile strength values. The hardness 
values were higher in the thin section than the thick section, although vanadium addition provided better 
hardness for both specimens compared to the unalloyed sample. 

 
Figure 4: Influence of vanadium on ultimate tensile strength  

 
Figure 5: Influence of vanadium on elongation  
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Figure 6: Influence of vanadium on hardness results 

4. CONCLUSIONS 
The following conclusions were found from the microstructural and mechanical characterization. 

• As the vanadium content in iron increased, the ultimate tensile strength increased while the elongation 
decreased. 

• Hardness values increased due to the carbide-forming effect of vanadium. Due to the cooling 
difference, thick-sectioned parts had lower hardness than the thin sections. 

• Vanadium had a strong tendency to promote the formation of eutectic carbide in ductile iron. The 
ferrite content increased by the addition of 0.75% vanadium. 

• The amount of nodularity has increased since vanadium acted as a spheroidizer in the cast irons. 
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Microstructural Evaluation and Mechanical 
Properties of 0.75% Vanadium-Alloyed 

Spheroidal Graphite Cast Iron 

Acelya Sandikoglu Kandemir1*, Ridvan Gecu2 

Abstract 
Spheroidal graphite cast irons (SGCIs) have been widely used in automotive and energy industries owing 
to their unique microstructures consisting of graphite nodules in ferritic, pearlitic, or ferritic/pearlitic 
matrices. Alloying elements can be added to improve the mechanical strength of the SGCIs by changing 
the amount, size, volume, and distribution of the microstructural components. In this study, GGG40, also 
known as EN-GJS-400-15, grade spheroidal graphite cast iron was alloyed with 0.75% vanadium in an 
induction furnace, and its microstructural evolution and mechanical properties were investigated 
compared to the unalloyed commercial alloy. Both unalloyed and 0.75% V-alloyed ductile iron specimens 
fabricated by sand mold casting were examined by a light optical microscope equipped with image analysis 
software, a universal tensile test machine, and a Brinell hardness tester. The alteration in the volume, 
nodularity, count, size, and distribution of graphite, and the alteration in the ferrite/pearlite ratio, hardness, 
and tensile test results were discussed as a function of V content. 

Keywords: Spheroidal graphite cast iron; alloying; vanadium; microstructural evolution 

1. INTRODUCTION 
Spheroidal graphite cast irons, which emerged at the end of the first half of the 20th century, are today referred 
to as the first generation in various sources. When looking at the microstructure of these first-generation cast 
irons containing approximately 2-3% silicon, it is seen that the matrix is composed of ferrite, perlite, or a 
mixture of both. While pearlite creates an effect that strengthens the material but reduces its ductility, ferrite 
allows obtaining a more ductile material. Therefore, by changing the pearlite and ferrite ratios in the structure, 
the desired hardness, strength, and elongation of the produced part values can be obtained [1]. The ratio of 
ferrite and pearlite is important to optimize mechanical properties in first-generation spheroidal graphite cast 
irons. The common problem in this type of cast iron is the formation of varying amounts of pearlite in sections 
of different thicknesses since the amount of pearlite in the structure changes not only depending on the chemical 
composition but also depending on the cooling rate. For this reason, while the ferrite ratio, which gives ductility 
to the structure, increases in slowly cooling thick sections of a cast piece with different section thicknesses, 
pearlite formation, which reduces ductility but strengthens the structure, is observed at a higher rate in fast 
cooling thin sections [2]. 

There has been an extensive research effort to develop micro-alloyed ductile iron in which small additions of 
elements such as niobium and vanadium provide significant increases in strength through grain size control and 
precipitation hardening. Since vanadium is a carbide stabilizer, it modifies the solidification of the metastable 
austenite/cementite system and therefore tends to promote the formation of eutectic carbide. Vanadium slightly 
encourages the formation of ferrite. When vanadium is added to cast iron, white inclusions with more or less 
random distribution are also observed in the microstructure. It was stated that the wear and hardness values 
increased, and the elongation values decreased with increasing vanadium values [3,4,5]. 

1 Ferro Dokum San. ve Dis Tic. A.S., Istanbul, Turkey  
2 Yildiz Technical University, Department of Metallurgical and Materials Engineering, Istanbul, Turkey 
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In this study, microstructural evolution and the alteration in mechanical properties were investigated with the 
addition of 0.75% vanadium and the difference between thick and thin sections. 

2. MATERIALS AND METHODS: 

2.1. Fabrication 
Charge materials composed of pig iron, steel scrap, and electrolytic copper were prepared and melted using a 
100 kg capacity induction furnace. The melt was overheated at 1540 °C, and the determined amount of 
vanadium was added to the melt during furnace charging. 

Following the treatment at 1540 °C, 1.4 wt.% FeSiMg5 as a modifier and 0.3 wt.% FeSi75 as an inoculant were 
added to the melt at 1400 °C. 

Two ingots were fabricated with 0% and 0.75% vanadium. Following the production, the specimens for tensile 
and hardness tests and microscopic examinations were sectioned along the vertical central axis and machined 
to obtain the appropriate dimensions required from the tests. 

Table 1: Chemical compositions of V-alloyed nodular cast irons (wt%). 

C Si Mn Cr S Cu P Mg V 

3.72 2.55 0.10 0.02 0.0014 0.15 0.042 0.06 0 

3.8 2.5806 0.0926 0.0395 0.0177 0.0408 0.0375 0.0611 0.76 

2.2. Characterization 
Image analyzer software via optical microscopy was used to determine phase ratios, nodule counts, and graphite 
sizes. 

Rectangular dog-bone-shaped samples with a gauge length of 50 mm and a width of 12.5 mm were subjected 
to tensile strength measurements using a universal tensile tester equipped with an axial extensometer. Two 
specimens were analyzed for each ductile iron alloyed with various amounts of vanadium, and the results were 
reported as an average of these tests. 

A Brinell tester was used to measure the hardness of the samples after production. A load of 1839 N was applied 
by an indenter with a diameter of 2.5 mm during 10 s. Three random measurements were taken from each 
sample surface, and the average hardness values of these calculations were given. 

3. RESULT AND DISCUSSION 

3.1. Formed Phases 
Fig. 1 shows the as-polished microstructures of the spheroidal graphite iron specimens. The cast iron 
demonstrated in Fig. 1a does not contain vanadium, whereas the samples in Fig. 1b and Fig. 1c are alloyed with 
0.75% vanadium. The thickness values are 10mm for the thin section and 60 mm for the thick section. The 
ferritic/pearlitic matrix in white color is surrounded by the graphite particles in black color for all samples. 
When the micrographs were examined, it was observed that the nodularity decreased with increasing vanadium. 

Vanadium, like many other elements, restricts the formation of austenite, causing the contraction in austenite 
in the Fe-C equilibrium diagram. It means that vanadium slightly encourages the ferrite formation by increasing 
the transformation temperature [6]. Fig. 2 demonstrates the optical microscope images of the samples etched 
with %2 Nital to reveal the ferrite/pearlite boundaries. The amounts of ferrite increased with increasing 
vanadium, while the graphite nodule counts increased, as given in Fig. 3.  

8 
 



 
 

 
Figure 1: As-polished microstructures of nodular cast irons alloyed with a) 0% V, b) 0.75% V thin section, 

and c) 0.75% V thick section 

 
Figure 2: Etched microstructures of nodular cast irons alloyed with a) 0% V, b) 0.75% V thin section, and c) 

0.75% V thick section (etched with 2% Nital) 
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Figure 3: Influence of amount of vanadium on the formed phases and nodules count 

Apart from the tendency of vanadium to promote eutectic iron carbide formation during solidification and its 
mild tendency to promote pearlite formation during eutectoid transformation, its addition to ductile iron caused 
the formation of an additional phase in the microstructure. 

3.2. Mechanical Test Results  
Figs. 4 and 5 show the average results of the ultimate tensile strength (UTS) and elongation. While the UTS of 
the samples with vanadium addition are close to each other, the difference between the elongation values is 
significant, as expected. This can be attributed to a reduction in the volume fraction of graphite and the presence 
of vanadium carbide particles. 

The yield strength of ferrite was controlled by the grain size and solid solution strengthening, whereas the yield 
strength of pearlite was a function of the interlamellar spacing, colony size, cementite plate thickness, and solid 
solution strengthening of the ferrite. 

Hence apart from the effect of vanadium carbide particles on decreasing the ferrite grain size, vanadium also 
improves the yield strength by increasing the volume fraction of pearlite. The reduction in total elongation of 
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ductile iron as increased vanadium content (Fig. 5) can be attributed to the increased volume fractions of second 
phase particles (vanadium carbide) and pearlite.  

The hardness results are given in Fig 6. The results are associated with the tensile strength values. The hardness 
values were higher in the thin section than the thick section, although vanadium addition provided better 
hardness for both specimens compared to the unalloyed sample. 

 
Figure 4: Influence of vanadium on ultimate tensile strength  

 
Figure 5: Influence of vanadium on elongation  
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Figure 6: Influence of vanadium on hardness results 

4. CONCLUSIONS 
The following conclusions were found from the microstructural and mechanical characterization. 

• As the vanadium content in iron increased, the ultimate tensile strength increased while the elongation 
decreased. 

• Hardness values increased due to the carbide-forming effect of vanadium. Due to the cooling 
difference, thick-sectioned parts had lower hardness than the thin sections. 

• Vanadium had a strong tendency to promote the formation of eutectic carbide in ductile iron. The 
ferrite content increased by the addition of 0.75% vanadium. 

• The amount of nodularity has increased since vanadium acted as a spheroidizer in the cast irons. 
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Effect of water-reducing admixture main 
chain length change on consistency retention 

performance of mortar mixtures having 
different C3A content 

Veysel Kobya1, Kemal Karakuzu1, Ali Mardani1* 

Abstract 
In this study, the effect of the PCE main chain length variation on the admixture demand to provide the 
desired slump value (27±2 cm) and the consistency retention performance of mortar mixtures having 
different C3A content was investigated. For this purpose, a total of 12 mortar mixtures were prepared by 
using CEM I 42.5R type cement having four different C3A content (2%, 3%, 6%, 9%) and using PCEs 
having three different main chain lengths (27000 g/mol, 55500 g/mol, 78000 g/mol). According to the 
results, irrespective of the PCE type, the PCE requirement increased by an increment of the C3A ratio. 
This behaviour was more pronounced in the mixture containing the cement having the highest C3A ratio 
(9%). Compared to the mixture containing PCE having medium main chain length, the admixture demand 
to provide desired slump value of mixture containing PCEs having short and long main chains was obtained 
3.9-4.5 and 4.7-6.5 times higher, respectively. The shortness of the PCE's main chain reduces the 
adsorption and electrostatic effect of the admixture. The poor performance of the PCE having a long main 
chain may be due to the bridging effect and the intertwining of the long polymers. PCE having a medium 
main chain showed almost %21 lower consistency retention performance than the other ones. This is due 
to the greater admixture requirement to achieve target flow value in the mixtures containing admixture 
with short and long main chains compared to admixtures with medium chains. 

Keywords: C3A, consistency retention performance, main chain length, PCE, PCE requirement 

1. INTRODUCTION 
Polycarboxylate-based water-reducing admixtures (PCE) consist of the main chain having carboxylic groups 
and comb-like side chains with polyethylene groups terminated by hydroxyl or methyl. The chain properties of 
PCEs are one of the most important parameters affecting their dispersing performance [1-5]. Electrostatic 
repulsion results from the anionic monomers that are adsorbed on the surface of the cement grains due to the 
negatively charged main chain. Therefore, cement particle agglomeration is avoided. Furthermore, because of 
steric hindrance, non-ionic polyethylene glycol (PEG) side chains repulse cement granules physically, 
increasing fluidity [6,7]. While adsorption is determined by the number of free carboxylate groups (COO-), 
steric hindrance is determined by the adsorbed polymer's side chain characteristics [8-10]. 

The number of carboxylate groups on the main chain increment as the PCE main chain length increases. 
Consequently, an increment in adsorption is expected. On the other hand, PCE's efficiency is reduced by a 
bridging effect caused by long main chains or larger polymer molecules. Because of the bridging effect, cement 
particles flocculate, decreasing the workability (fluidity) of mixtures. The bridging effect occurs when a PCE 
molecule attaches to more than one cement particle [11,12]. 

C3A content of cement is one of the most important parameters affecting PCE efficiency because C3A is the 
most reactive component of cement. Its high reactivity has a significant impact on PCE's performance. 

1 Corresponding author:  
 Department of Civil Engineering, Bursa Uludag University, Bursa, Turkey, ali.mardani16@gmail.com 
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Furthermore, negatively charged PCE molecules have a strong attraction to the positively charged surface of 
C3A and its hydration products (calcium sulfoaluminate hydrates) [2]. Rapid hydration and hence low 
rheological performance (high yield stress and apparent viscosity) are provided by high C3A cement paste. 
Besides, a high C3A amount causes low consistency retention performance and high PCE requirement [13,14] 

In this study, the effect of the PCE main chain length change on the PCE requirement and the consistency 
retention performance of mortar mixtures having different C3A content was investigated. 

 

2. MATERIALS AND METHODS 
Within the scope of the study, CEMI 42.5R type Portland cement having four different C3A content, in 
accordance with the EN 197-1, was utilized. Cements and PCEs are nominated as their C3A contents and 
molecular weights (Table 1). Standard CEN sand in accordance with EN 196-1 was utilized as aggregate. The 
specific gravity and water absorption rate of the sand are 2.72 and 0.7%, respectively. 

Table 1. Cements and PCEs nomination  

Cement and PCE  
nomination 

C3A content (%) Molecular weight 
(g/mol) 

C2 2.13 - 
C3 3.60 - 
C6 6.82 - 
C9 9.05 - 

PCE27k - 27000 
PCE55k - 55500 
PCE78k - 78000 

All mortar mixtures were prepared in accordance with ASTM C109 and the w/c ratio, sand/cement ratio and 
slump value were kept constant as 0.485, 2.75 and 27±2 cm, respectively. The PCE requirement to provide the 
desired slump value was determined in accordance with ASTM C1437. Besides, consistency retention 
performances were measured at every 15 min for 1 hour. 

3. RESULT AND DISCUSSION 
Time-dependent slump-flow value and relative PCE requirement for desired slump value of all mortar mixtures 
are given in Table 2. Mixtures are nominated based on the cement used and admixture. For instance, the mixture 
containing C2 cement and PCE27k admixture is named as C2PCE27k.  

As it seen from Table 2, regardless of the PCE type, the PCE requirement increased with the increment in 
cement C3A content. The increase in the PCE requirement is more evident in the mixtures prepared with C9 
cement. Similar results were found in previous studies regarding the negative effects of C3A on the fresh 
properties of cementitious systems [13,15-16].  

The PCE requirement for desired slump value of PCE27k and PCE 78k were obtained 3.9-4.5 and 4.7-6.5 times 
higher than that of the PCE 55k, respectively. It was attributed to the PCE having a short main chain (PCE 27k) 
resulting in a decrease in adsorption and electrostatic repulsion [6]. For the PCE having long main chain (PCE 
78k), it may occur due to the bridging effect and the intertwining of the polymers. Cement particles flocculate 
and consequently workability (fluidity) of the mixtures reduce due to bridging effect.  

PCE55k showed almost %21 lower consistency retention performance than PCE27k and PCE78k. This was 
attributed to the fact that the PCE requirements for the target slump value of PCE having short and long main 
chain were much higher than for the PCE having medium main chain length (PCE55k). As a result, the non-
adsorbed part of PCE27k and PCE78k may higher than PCE55k. As it is known, the non-adsorbed part of PCE 
determines fluidity properties such as time-dependent consistency retention behavior [12,14].  
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Table 2. Time-dependent slump performance of mixtures  

  Time-dependent slump value (cm) 
Mixtures 

 
Relative PCE 

ratio (%) 
0 min. 15 min. 30 min. 45 min. 60 min. 

C2-PCE27k 100 27 24.5 23.5 22 21.6 
C2-PCE55k 20.3 26.8 19.2 18.8 17.6 17.5 
C2-PCE78k 116.4 26.9 24.1 23 22.6 22.2 
C3-PCE27k 100 26.9 24.1 22.5 22 20.9 
C3-PCE55k 20 27.8 20.9 19 18 17.7 
C3-PCE78k 116.9 26.6 23.7 22.8 21.7 21.2 
C6-PCE27k 100 27 23.6 22.5 21.7 20.5 
C6-PCE55k 20 27.9 21 19.1 17.9 17.6 
C6-PCE78k 122.2 26.5 23.4 21.7 20.9 20.5 
C9-PCE27k 100 26.9 22.3 21.5 20.4 19.1 
C9-PCE55k 21.4 28 20.8 18.8 17.3 16.8 
C9-PCE78k 127.5 27.4 22.5 21 20.5 18.9 

4. CONCLUSION 
In this study, the effect of the main chain length on the PCE requirement and the consistency retention 
performance of cementitious systems having different C3A content was examined. The results are listed below: 

• PCE having medium main chain length (55000 g/mol) outperformed the PCE having short main chain 
length (27000 g/mol) and long main chain length (78000 g/mol) in terms of PCE requirement for 
desired slump value. 

• PCE having long main chain length was the worst PCE in terms of slump-flow performance and PCE 
requirement.  

• PCE having short and long main chain length showed higher performance than PCE having medium 
main chain length in terms of consistency retention due to their use in high dosages.  

In conclusion, it was determined that PCE with medium main chain length was the most suitable admixture in 
all mixtures having different C3A ratio. 
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Effect of Shrinkage-Reducing Admixture Type 
and Utilization Rate on Shrinkage Behavior and 

Compressive Strength of Mortar Mixtures 
Mustafa Kanat1, Ali Mardani1* 

Abstract 
It is known that shrinkage behaviour is one of the most important parameters affecting the 
dimensional stability performance of cementitious systems. Nowadays, various methods are applied 
to prevent the shrinkage formation. It was found to be that the most common method is the addition 
of fiber and/or shrinkage-reducing admixtures (SRA) to the mixture. In this study, the effect of type 
and utilization rates of SRA on some fresh and hardened state properties of cementitious systems 
was investigated. For this purpose, a total of 10 mortar mixtures were prepared by adding neopentyl 
glycol (NG)-, hexylene glycol (HG)- and polypropylene glycol (PG)-based SRA to the control 
mixture at the ratios of 0.5%, 1% and 2% by weight of cement. CEM I 42.5R type cement and 0-4 
mm crushed limestone aggregate were used. In all mixtures, the water/cement ratio and the slump 
value were kept constant. In order to provide the desired slump value, a polycarboxylate-ether based 
high-rate water reducing admixture (PCE) was used in different dosages. According to the results, 
irrespective of the SRA type, the flow performance and drying-shrinkage behavior of the mixtures 
were positively affected by the increment in the SRA utilization rate. It was observed that the 7-day 
compressive strength value of the mixtures decreased with the presence of SRA in the systems. This 
behavior was more pronounced by increasing the SRA utilization rate. It was understood that the 
negative effect on the compressive strength of SRA decreased with the increase of the curing time. 

Keywords: Compressive strength, Dimensional stability, Shrinkage-reducing admixture, Slump value 

1. INTRODUCTION 

One of the various reasons affecting the durability performance of cementitious mixtures is the formation of cracks. 
It is known that one of the most important causes of crack formation is drying-shrinkage [1]. Drying-shrinkage 
occurs as a result of evaporation in an environment of insufficient humidity, under high temperature and wind 
conditions [2, 3]. Evaporation of free and adsorbed water in the concrete causes the formation of meniscus in the 
pores of the concrete [4, 5]. This meniscus, which is formed due to the surface tension of the water, tries to pull the 
pore walls inward and creates a shrinkage stress. In concretes with low tensile strength, shrinkage cracks occur due 
to these stresses [6]. Shrinkage cracks increase the permeability of cementitious mixtures and facilitate the entry of 
harmful substances. As a result, the durability performance of the mixtures decreases [1]. 

Shrinkage-reducing admixtures (SRA), pre-wetted lightweight aggregates, fibers and superabsorbent polymers are 
generally used to reduce drying-shrinkage [7]. The use of SRA is superior to the other methods due to its high 
shrinkage reduction and practicality. The effect of SRA on the drying-shrinkage behavior is attributed to the pore 
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solution reducing the surface tension and increasing the internal relative humidity [8–10]. On the other hand, it was 
reported in previous studies that SRA prolongs the setting time and decreases the early age strength [11–13]. 

Mehdipour et al. [14] investigated the effect of using SRA on setting time, compressive strength and drying-
shrinkage behavior of cementitious systems. According to the results, the use of SRA had a positive effect on the 
drying-shrinkage performance of the mixtures, however, it delayed the initial and final setting time and decreased 
the strength of the mixtures. Mardani et al. [15] investigated the effect of the use of SRA on the compressive strength 
and drying shrinkage behavior of mortar mixtures. They reported that the use of SRA decreased the early age 
compressive strength of mortar mixtures, however increased the 28-day compressive strength. On the other hand, it 
was observed that the SRA utilization has a positive effect on the drying-shrinkage performance of mortar mixtures. 

In the literature, it was seen that glycol ether or polypropylene glycol-based admixtures are mostly used as SRA 
[16]. However, there is a few studies comparing the shrinkage and mechanical performance of different types of 
SRAs in the same cementitious system. In this study, the effect of using different types and ratios of SRA on some 
fresh and hardened state properties of cementitious systems was investigated. For this purpose, the effect of different 
types of SRAs at 0.5%, 1% and 2% ratios on the drying-shrinkage behavior and compressive strength of mortar 
mixtures were investigated. 

2. MATERIAL and METHOD 

2.1. Material 

In the scope of the study, CEM 42.5 R type cement was used as binder. The chemical composition, physical and 
mechanical properties of the cement are given in Table 1. 

Table 1. Chemical composition, physical and mechanical properties of cement 

Oxide (%) Physical properties 
SiO2 19.30 Specific gravity 3.18 

Al2O3 4.38 Blaine specific surface (cm2/g) 4345 

Fe2O3 3.74 Mechanical properties 
CaO 64.18 

Compressive 
Strength (MPa) 

1-day 23.80 

MgO 1.68 2-day 33.60 

SO3 2.78 7-day 48.10 

Na2O+0.658 K2O 0.43 
Cl- 0.01 

Insoluble residue 0.35 

Loss on ignition  2.86 

Free CaO 1.90 

 

Crushed limestone aggregate was utilized as an aggregate.  The specific gravity and water absorption rate of the 
sand are 2.64 and 1.1%, respectively. Polycarboxylate-ether based high-rate water reducing admixture (PCE) was 
used to achieve the target slump values. Within the scope of the study, three different glycol-based SRAs were used: 
hexylene glycol (HG), neopentyl glycol (NG) and polypropylene glycol (PG). Some chemical properties of SRA 
and PCE used are shown in Table 2.  
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Table 2. Some chemical properties of the admixtures used 

Admixture 
type 

Alkali content  
(%)  

Density  
(g / cm 3) 

Solid content 
(%) 

Chloride content  
(%) pH 

NG <10 1.06 99.9 <0.1 6.1 
HG <10 0.92 99.9 <0.1 6.4 
PG <10 1.00 99.9 <0.1 6.0 

PCE <10 1.06 32.0 <0.1 4.0 
 

2.2. Method 

In all mixtures, the water/cement ratio and the slump value were kept constant as 0.38 and 220±20 mm, respectively. 
A total of 10 mortar mixtures were prepared, one of which was a control mixture without SRA, and the other 
mixtures containing 0.5%, 1%, and 2% of SRA by weight of cement. The denomination of the mixtures was made 
according to the type of SRA and the utilization rate. For example, the mixture containing 1% HG was named as 
HG1. The amount of material used in the production of 1 dm3 mortar mixes is given in Table 3. 

Table 3. Theoretical mixing ratio for 1 dm3 mortar mixes 

Mixture Cement (gr) Crushed limestone aggregate (gr) Water (gr) SRA (%) * 
C 544.7 1601.7 207.0 0 

NG05 544.7 1594.9 207.0 0.5 

NG1 544.7 1588.2 207.0 1.0 

NG2 544.7 1574.7 207.0 2.0 
HG05 544.7 1593.9 207.0 0.5 

HG1 544.7 1586.1 207.0 1.0 

HG2 544.7 1570.4 207.0 2.0 

PG05 544.7 1594.5 207.0 0.5 

PG1 544.7 1587.3 207.0 1.0 

PG2 544.7 1572.9 207.0 2.0 

*By weight of cement 
 
Slump-flow values and compressive strengths of mortar mixtures were determined in accordance with ASTM C1437 
and ASTM C109 Standards, respectively. The drying-shrinkage behavior of mortar mixtures was investigated in 
accordance with ASTM C596 Standard. For the drying-shrinkage measurement, 4 specimens with dimension of 
25x25x285 mm were prepared from each mixture. The specimens prepared to examine the drying-shrinkage 
behavior were stored in the mold at 20°C and 95% relative humidity for 24 hours. The specimens removed from the 
mold were cured in lime-saturated water at 20°C for 48 hours. Then they kept in the cabinet where the temperature 
and relative humidity were 20°C and 55%, respectively, until the test day. The length variation of the specimens 
was calculated using Equation 1. 
 
S = �L1−L

L0
�  × 100                            (1)

  
Here, S is the shrinkage percentage of the sample, L1 is the initial measurement value after it is removed from the 
curing pool, L is the periodic measurement value according to the elapsed days, L0 is the effective measurement 
length. 
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3. RESULTS and DISCUSSION 
 
3.1. Slump-flow performance 
 
The PCE requirement is given in Table 4 to achieve a target slump value of 220±20 mm in mortar mixes. Regardless 
of the SRA type and utilization rate, the PCE requirement for the target slump value of the mixtures decreased with 
the addition of SRA. This situation became more evident with the increase in the use of SRA, regardless of the SRA 
type. 
Among the SRA types, the mixtures containing NG and PG exhibited the highest and lowest performance in terms 
of slump-flow performance, respectively. The positive effect of the use of SRA on the slump-flow performance of 
cementitious systems has also been observed in previous studies [17, 18]. 

Table 4. Slump-flow values and PCE requirements of mixtures 

Mixture Slump-flow (cm) PCE (%)* 

C 20.75 0.85 

NG05 24.00 0.75 

NG1 23.00 0.70 

NG2 21.00 0.60 

HG05 23.50 0.80 

HG1 23.25 0.75 

HG2 24.00 0.70 

PG05 23.00 0.80 

PG1 22.25 0.80 

PG2 22.75 0.75 

            * By weight of cement 
 

3.2. Drying-Shrinkage Behavior 

The drying-shrinkage values of the mortar mixtures exposed to drying-shrinkage for 28 days are shown in Figure 1. 
In addition, the relative drying-shrinkage values of the mixtures containing SRA compared to the control mixture 
are shown in Figure 2. Regardless of the type of SRA and the rate of utilization, the drying-shrinkage behavior of 
the mixtures was positively affected by the utilization of SRA. In addition, the amount of shrinkage decreases with 
the increase in the utilization rate of SRA. In this context, the mixtures containing NG admixture exhibited the 
weakest performance in terms of drying-shrinkage behavior. It was found that the other two types of SRA performed 
similarly in terms of shrinkage behavior. 
Collepardi et al. [18] stated that the utilization of SRA increased the shrinkage performance in cementitious systems 
due to two effects. First, the tensile stresses arising from the meniscus formed by the surface tension of the water 
were reduced by the utilization of SRA. Second, due to the fact that SRA increased the viscosity of the pore solution 
and reduced moisture diffusion.  
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Figure 1. 28-day shrinkage behavior of mixtures 
 
 

 

 
Figure 2. Relative drying-shrinkage rates of mortar mixes 
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3.3. Compressive Strength 

The 7- and 28-day compressive strengths of the mixtures are shown in Table 5. Regardless of the SRA type and 

utilization rate, 7- and 28-day compressive strengths of the mixtures were lower compared to the control mixture 

with the utilization of SRA. When the 7-day compressive strength results were examined, the mixtures containing 

PG, HG, and NG were decreased by approximately 7%, 12%, and 14%, respectively, compared to the control 

mixture. In the 28-day compressive strength results, PG, HG, and NG exhibited 5%, 11% and 4% lower compressive 

strength performance compared to the control mixture. As can be seen from the results, the negative effect on the 

compressive strength of SRA decreased with the increase of curing time. There were also studies in the literature in 

which SRA negatively affects the early age compressive strength performance in cementitious systems [14]. In the 

mentioned studies, it was stated that the negative effect of SRA on the early age compressive strength was due to 

the prolongation of the setting time by decreasing the alkalinity of the pore solution. Within the scope of the study, 

it was thought that the negative effect of the utilization of SRA on the 7-day compressive strength performance is 

due to the delay in setting time as stated in the literature. 

Table 5. Compressive strength results of mixtures 

Mixtures 
Compressive Strength 

(MPa) 
Relative Compressive 

Strength (%) 

7-d 28-d 7-d 28-d 

C 87.3 97.7 100.0 100.0 

NG05 78.2 93.7 89.6 95.9 

NG1 77.6 96.3 88.9 98.6 

NG2 72.1 90.8 82.6 92.9 

HG05 82.4 87.4 94.4 89.5 

HG1 76.8 86.4 88.0 88.5 

HG2 72.5 89.1 83.0 91.2 

PG05 86.1 94.6 98.6 96.8 

PG1 82.3 90.8 94.3 92.9 

PG2 76.6 94.4 87.7 96.7 

 
 
4. CONCLUSION 
In the study, the effect of using different types and ratios of SRA on the slump-flow performance, drying-shrinkage 
behavior and compressive strength of cementitious mixtures were investigated. The results are given below: 

• Regardless of the SRA type and utilization rate, the PCE requirement and drying-shrinkage behavior for 
the target slump value were positively affected, while the 7 and 28-day compressive strength was 
negatively affected by the SRA utilization.  

• Slump-flow performance and drying-shrinkage behavior of the mixtures were positively affected by the 
increase in the SRA utilization rate.  

• The negative effect of SRA on compressive strength decreased with the increase of curing time. 
• HG and PG admixtures showed similar performance in terms of drying-shrinkage behavior, while NG 

admixture showed the lowest performance in terms of drying-shrinkage behavior. 
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Adaptive neuro-fuzzy inference system models 
based on particle swarm optimization and 
genetic algorithms for bidirectional deep 

drawing  
Amir Nemati1*. Dennis Bäcker1 . Peter Muller2 . Welf-Guntram Drossel1,2 

Abstract 
The adaptive neuro-fuzzy inference system modeling is an efficient tool for uncertain relationships and 
input parameters in multidimensional process problems. We applied this approach to the bidirectional deep 
drawing process in this work. Bidirectional deep drawing on servo screw presses is a manufacturing 
process for sheet metal forming. This process with freely programmable force and motion functions lead to 
innovative forming technologies for the deep drawing of sheet metals. The deep drawing process is usually 
complex and nonlinear dynamics. Therefore determining ideal process parameters for deep drawing 
processes to control failures requires a broad understanding of the process and a challenge for the 
modeling as the basis of optimized process control. For instance, a Genetic Algorithm (GA) and a Particle 
Swarm Optimization (PSO) algorithm are used in an Adaptive Neuro-Fuzzy Inference System model to 
predict thickness and crack that may occur near the bottom of the part due to extreme thinning. Moreover, 
a database composed of 160 values was obtained using the finite element method (FEM) calculations for 
training and validating the ANFIS model with the different optimization approaches. This research has 
shown that the mean error (ME) for the ANFIS model after optimization with the PSO algorithm is 0.007, 
whereas ME after optimization with the GA algorithm is 0.017. 

Keywords: ANFIS, Heuristic algorithms, Bidirectional Deep Drawing 

1. INTRODUCTION 
Deep drawing is a sheet metal forming process to manufacture complicated 3-D parts from thin sheet metals. 
In many industries, Deep Drawing is an essential metal forming process. Deep drawing is the most challenging 
in manufacturing to a faultless result. Indeed, with a deep drawing of sheet metal parts, the local weak point is 
mainly located at the outlet of the radius. In the local weak, the stress from the processing load is at its highest 
level; therefore, hardening is at its lowest in weak points. In the process, the sidewall indirectly transfers the 
drawing force from the flange to the bottom of the part and occurs sheet metal thinner; then, the bottom crack 
will occur at the weak point due to excessive thinning [1–2]. 

To solve this problem, Bidirectional deep drawing is suggested (Fig. 1). Bidirectional deep drawing is the 
approach that can increase work hardening at the local weak point by bending back and forth without damaging 
the deep-drawn part. In bidirectional deep drawing, the best possible process result or output to be ensured is 
the value of thickness in a critical position. Indeed, the quality values depend on influencing variables [3–5]. 
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Figure 1. (a) Tool step for bidirectional deep drawing [5] (b) Process functions for bidirectional deep drawing [5] 

 

 

2. PROBLEM STATEMENT 
Various types of models are used to describe these relationships for an optimal process flow between input and 
output parameters and to reduce the error and predict the amount of sheet thickness in a critical position. One 
approach is physical and theoretical modeling. However, this approach is unsuitable for bidirectional deep 
drawing optimal process flow because bidirectional deep drawing is a system with a nonlinear behavior and 
complexity, and conventional physical modeling and theoretical modeling, due to the low information and lack 
of precise knowledge about the system, is an imprecise model. Therefore, in the bidirectional deep drawing 
process, many of the phenomena are highly complex and interact with many factors that high process 
performance cannot be achieved with mathematical relationships because we have to simplify the model, which 
forces us to accept a certain amount of imprecision and uncertainty in mathematical models that cannot achieve 
acceptable results for the dynamic behavior of the systems.  

In such situations, a data-driven black-box nonlinear system provides a reasonable approximation of nonlinear 
systems. These approaches create models based on measured or simulated input and output data of the process 
and require little, no physical, or formal information. Indeed, it has been observed that black-box models such 
as neural networks (ANN) and fuzzy-logic-based models are widely used to build models of the manufacturing 
process from measured or simulated input-output data. These approaches perform better than statistical models 
and mathematical equations. However, artificial neural networks and fuzzy logic have limitations. The main 
difficulty of neural network models can work with numerical information or data-driven and big data. 
Consequently, the neural network cannot model from a knowledge base data from human respective 
engineering knowledge, and the neural network has the main challenge with small data. In fuzzy logic, 
difficulties are constructing the membership function's shape and fuzzy rules, which are determined using trial 
and error by the operator. The problem is essential when fuzzy logic is applied to a complex system [6]. 

The Adaptive Neural Network Fuzzy Inference System (ANFIS) is suggested to solve the challenges. The 
ANFIS combines the advantages of both artificial neural networks and fuzzy inference systems. The ANFIS 
has some advantages, including capturing the nonlinear structure of a process, adaptation capability, and rapid 
learning capacity. The main challenge in the training phase for the ANFIS model is the optimization approach. 
Because the problem is that globally optimal solutions can not be found in some class problems, Metaheuristic 
Optimization such as Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) is suggested [7]. 
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3. METHODOLOGY 

3.1. Adaptive Neuro-Fuzzy Inference System  
Combining the ANN and fuzzy-set theory can provide advantages and overcome the disadvantages of both 
techniques. The ANFIS model can be trained without expert knowledge sufficient for a fuzzy logic model. The 
ANFIS model has the advantage of having both numerical and linguistic knowledge. ANFIS also uses the 
ANN’s ability to classify data and identify patterns. Compared to the ANN, the ANFIS model is more 
transparent to the user and causes fewer memorization errors. The most commonly used fuzzy inference 
systems are Mamdani and Sugeno. The main difference between Mamdani and Sugeno is that the output 
membership functions of the Sugeno system are either linear or constant [8]. In this study, the Sugeno-type 
fuzzy inference system was used because the Sugeno-type system is more computationally efficient than the 
Mamdani type.  
As seen in Fig. 2, the structure of ANFIS consists of five layers, which respectively are called, the fuzzification 
layer, rule layer, normalization layer, defuzzification layer, and summation layer [7]. In ANFIS, successful 
training is essential because led to obtaining sufficient results. The training phase in ANFIS means the 
determination of the parameters and uses the existing input-output data pairs during training belonging to these 
parts using an optimization algorithm. 

 
Figure 2. Structure of ANFIS model [7] 

3.2. Fuzzy c-means Clustering 
Fuzzy clustering, respectively fuzzy c-mean (FCM), is one of the robust unsupervised methods for analyzing 
data and building models. In many cases, fuzzy clustering is softer, and the boundaries between several classes 
are not sharp. For example, it means the Objects on the boundaries between several classes do not fully belong 
to one of the classes but are assigned membership degrees between 0 and 1, indicating their partial membership. 
It means the FCM gives the flexibility to represent that data points can belong to more than one cluster. The 
fuzzy c-means algorithm is numerous widely used [9]. 

3.3. Metaheuristics Optimization Algorithms 
Metaheuristics are a family of algorithmic techniques helpful in solving complex problems. Metaheuristics 
algorithms are appealing optimization strategies for solving nonlinear programming problems characterized by 
non-convex, disjoint and noisy objective functions. This fact determines them from exact techniques, which do 
come with verification that the optimal solution will be found in a limited amount of time. Metaheuristics are 
therefore explicitly developed to find a “good sufficiently” solution in a computing time that is “small 
sufficiently.” Metaheuristics algorithms can make intelligent optimization schemes that combine elements such 
as stochasticity, adaptation, and learning. It means that the Metaheuristics algorithms can adapt to their 
environment through evolution if it changes the information from the search steps [10]. 

26 
 



 
 

3.2.1. Genetic Algorithms 

A Genetic Algorithm (GA) is a member of a general class of optimization algorithms known as Evolutionary 
Algorithms (EA), which simulate a fictional environment based on the theory of evolution to deal with various 
mathematical problems, especially those related to optimization. Also, Genetic Algorithms can be categorized 
as a subset of Metaheuristics, which are general-purpose tools and algorithms to solve optimization and 
unsupervised learning problems. 

GA activates according to the principle of survival of the fitness on a population of potential solutions to create 
better approximate options towards a solution. At each solution generation, new approximations set is produced 
by selecting individuals based on the fitness level in the problem domain. This practice leads to the growth of 
well-suited populations. For example, a gene sequence represents a candidate solution in the GA technique 
called a chromosome. The chromosome potential is named its fitness function, which is assessed through 
objective function.  

Population means a set of selected chromosomes subjected to the number of iterations (generations). For each 
generation, a new population is created by the operators of GA, such as selection, crossover, and mutation. 
Exceptionally fit individuals are given chances to replicate by exchanging their genetic statistics. This creates 
a new offspring solution that would share the good characteristics of parents. Mutation operation is employed 
crossover subsequently by shifting specific genes in the strings. The offspring can replace a smaller number of 
fitness individuals or the whole population. This assessment and selection of reproduction sequence are 
continuously performed until an acceptable solution is obtained. Therefore, The GA process will then operate 
according to the five steps: Initialization, Selection, Reproduction, Evaluation, and Termination [11, 12]. 

 

3.2.1. Particle Swarm Optimization 

One population-based optimization algorithm that is inspired by the motion of birds and fish is Particle swarm 
optimization (PSO).   

PSO is initialized with a population, which are of random solutions, and the search for the optimal solution is 
performed by updating particle positions. The PSO algorithm should create a population of particles that has 
been initialized at a random position and a velocity. Positions and velocities are adapted, and the function is 
evaluated with the new coordinates at each time step. Therefore, the coordinates in a vector are stored if a 
particle located a pattern that is better than any it has discovered previously. The difference between an 
individual’s current position and the best point found is added in this situation. 

Additionally, each particle is defined within the context of a topological neighborhood, including itself and 
some other particles in the population. Other parameter that should be added to its velocity for the next time 
step is the weighted difference between the individual’s current position and the neighborhood’s best position. 
Therefore, These adjustments allow the particle to move around the space and cause it to search around the two 
best positions [13–15]. 

4. DATA COLLECTION AND DATABASE 
One database is available in origin to evaluate the process data of the bidirectional deep drawing. The 
comprehensive database is numerically calculated in respectively simulation database. The database from 
simulation results is contained 160 samples. Our simulation data, with 6 inputs and 1 output Table 1.   

In this work, the modeling with multi-input single-output (MISO) systems because the aim is to analyze the 
influence of the inputs of output. The FCM clustering has been defined as 10 classes. It means with minimal 
error in this algorithm, the data in 10 classes are separated to train the model. We had separated the simulation 
data into 70 percent for training and 30 percent for test data. 
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Table 2. Setup the parameters for computer simulation (FEM) of the bidirectional deep drawing process [5] 

 Parameters Reference Value Range Unit 

In
flu

en
ce

 P
ar

am
et

er
s Amplitude �̂�𝑍 10 0 … 10 mm 

Cycles 𝑁𝑁 1 1; 2 … 10  

Initial Motion ∆𝑧𝑧 0 -10 … 10 mm 

Blankholder Force 𝐹𝐹 300 50 … 500 kN 
Friction Coefficient 𝜇𝜇 0.05 0.05 … 0.15  

Scale Factor of Flow Curve 𝑆𝑆 1.0 0.8 … 1.2  

Result Sheet Tickness 𝑠𝑠   mm 

5. RESULTS AND DISCUSSION 
In this work, the nonlinear multi-input single-output (MISO) has been expressed that has been modeled with 
ANFIS. Therefore, the ANFIS model should have a minimal error with a nonlinear system. Therefore, the 
parameters for the membership function should be estimated. The approaches to solving this problem are the 
GA and PSO algorithms. Since both approaches are data-based, a basis for a comparative discussion of the 
results of the modeling approaches is given based on the percentage mean error (ME) and mean square error 
(MSE) for the approaches. 

After modeling and optimization with a genetic algorithm, The amount of training (Fig. 3) and test data (Fig 4) 
were evaluated separately. As shown in both figures, the ANFIS model could estimate the sheet's thickness 
very accurately. At the same time, this model can significantly detect and predict the least amount of thickness 
at the critical point. The mean value of difference and standard deviation of original output and the amount of 
prediction for training and test data were calculated separately. The amount of standard deviation in the training 
data is 0.085293 and in test data is 0.09232. Therefore, the amount of standard deviation in the test data is 
greater than in the Train data. 

 
Figure 3. Comparison of the predictions output and target output after optimization by GA for train data 
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Figure 4. Comparison of the predictions output and target output after optimization by GA for test data 

After modeling and optimization with a PSO, The amount of training and test data were again evaluated 
separately. As shown in Fig. 5 and in Fig. 6 ANFIS model with PSO optimization algorithm was able to estimate 
the thickness of the sheet very accurately as GA algorithms. At the same time, this model has a significant 
ability to detect and predict the least amount of thickness at the critical point. Also, the mean value of difference 
and standard deviation of original output and the amount of prediction for training and test data were calculated 
separately. The amount of standard deviation in the training data is 0.053468 and in test data is 0.092984. 
Therefore, the amount of standard deviation in the test data is greater than in the Train data. Interestingly, the 
error value in the PSO optimization algorithm is much less, and the error values are more focused on the mean 
point. 

 
Figure 4. Comparison of the predictions output and target output after optimization by PSO for train data 
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Figure 6. Comparison of the predictions output and target output after optimization by PSO for test data 

In this Fig. 7, the amount of mean error and mean square error in the two optimization algorithms are compared. 
The ME error has the meaning of an average of the nonlinear (here 6-dimensional) modeled map from the real 
map, averaged over all grid points, and the mean square error is the average of the squares of the errors from 
the prediction value from the model. This diagram has shown that the mean error (ME) for the ANFIS model 
after optimization with the PSO algorithm is 0.007, whereas ME after optimization with the GA algorithm is 
0.017. This figure has shown that the MSE for the ANFIS model after optimization with the PSO algorithm is 
0.00852, whereas MSE after optimization with the GA algorithm is 0.00865. It should be noted here that the 
amount of training data was very small, and in fact, we were dealing with small data. 

 

 
Figure 7. Comparison of GA vs. PSO optimization algorithms ME and MAE error for the output 

6. SUMMARY  
The bidirectional deep drawing process was introduced as an efficient method. The motivation and purpose 
were to predict the amount of sheet thickness at critical points with the help of computational intelligence. The 
model used, The ANFIS model, combines the advantages of both artificial neural networks and fuzzy inference 
systems. The evolutionary algorithms for optimizing ANFIS modeling are used. We selected ten classes to 
Train the ANFIS model, in which the data were classified using the Fuzzy C Mean algorithm. 

After evaluating the results, it was found that the amount of Mean error is higher than the MSE value for the 
Genetic algorithm and comparatively high for the output. We also show the amount of prediction error in the 
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algorithm PSO is smaller than the GA algorithm. And in the end, it is worth mentioning that the ANFIS model 
has been able to provide an acceptable prediction with small amounts of data. 
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